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Abstract

Some models of density microscopic fluctuations have been numerically analysed in order to study the
behaviour of the related background contribution. The results suggest that this contribution can fairly
be described by an even polynomial of the scattering vector whose coefficients are simply related to the
moments of the density microscopic fluctuation. In this way the parameter values, determined by a
best-fit procedure to account for background contributions in the case of real samples, acquire a well-
defined physical meaning. The procedure is applied to the small-angle X-ray intensities relevant to a
polymer sample analysed at different temperatures, and yields satisfactory results.
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1. Introduction
The basic assumption of small-angle
scattering (SAS) theory consists in ap-
proximating n(r), the scattering density
(i.e. the electron density or the scatter-
ing-length density depending on
whether the ingoing particles are x-rays
or neutrons) of the sample, with a dis-
crete-valued function nD(r) (Debye et al.
[1]). In the following we shall restrict
ourselves to the case where nD(r) takes
only two values, denoted by n1 and n2.
In this way, the regions of the sample
where nD(r) is equal to n1 or to n2 form
the homogeneous phases �1� and �2�,
respectively. However, nD(r) only rep-
resents an approximation of the true
scattering density n(r) of the given sam-
ple. Thus, on rigorous grounds, we
must write

              n(r) = nD(r) + nD(r) (1.1)

where νD(r) represents the difference
between n(r) and nD(r). This quantity is
called the scattering density of the
Debye idealised sample or, more sim-
ply, the Debye idealised scattering den-
sity, while νD(r) is the density micro-
scopic fluctuation function with respect
to the Debye idealised one. Clearly, nD(r)
must be chosen in such a way that it is
as close as possible to n(r). Recently
Ciccariello [2] put forth the equations
whose solution answers the aforesaid
problem. However, this procedure re-
quires the knowledge of n(r) as well as
a great deal of mathematical computa-
tions, being essentially a matter of trial
and error. Thus, on a practical ground,
one needs to postulate the existence of
nD(r), and one is confined to finding out
some general constraints on the latter,
as will become clear later. For the mo-
ment, it will be assumed that both n(r)
and nD(r) are known. For a statistically
isotropic sample, the observed scatter-
ing intensity is

       ( ) ( ) ( ) qdqqn~4/1qI
2 ))∫π= (1.2)

where  ( ) ( )qqn~qn~
)= is the Fourier

transform (FT) of n(r), i.e.

              ( ) ( )dvrneqn~ riq∫ ⋅= (1.3)

and the integral in Eq. (1.2) is performed
over all possible directions  q/qq ≡)

of
the scattering vector q, whose modulus
q is related to the scattering angle θ and
to the radiation wave-length λ by the
well-known relation q = (4π/λ)sin(θ/2).
Then, after Fourier transforming
Eq. (1.1) and substituting the result in
Eq. (1.2) one finds, as shown by
Ciccariello, Goodisman & Brumberger
[3], that

         I(q) = ID(q) + Ibck (q), (1.4)

where

        ( ) ( ) ( ) qdqqn~4/1qI
2

DD

))∫π≡ (1.5)

and

         Ibck(q) º Imfl(q) + Iint(q) (1.6)

with

      ( ) ( ) ( ) qdqq~4/1qI
2

Dmfl

))∫ νπ= (1.7)

and
  (Equation 1.8)

In Eq. (1.8), ℜ and the overbar denote the
operations of taking the real part and of
complex conjugation, respectively. Eq.
(1.4) shows that the scattering intensity
observed is the sum of two contributions,
ID(q) and Ibck(q). The first represents the
intensity which would be observed with
a scattering experiment performed on a

sample with a scattering density equal to
nD(r), and this will be called the Debye
ideal scattering intensity. It is determined
only by the geometry of the interface
(putting aside the linear dependence on
the contrast) and contains all the infor-
mation, obtainable by a scattering experi-
ment, on the geometrical structure of the
sample. This property explains why the
knowledge of ID(q) is physically impor-
tant. Eq. (1.4) shows that unfortunately
ID(q) cannot be obtained from the ob-
served I(q) because we need to subtract
the background contribution Ibck(q),
which is not directly measurable. This
problem is commonly referred to as the
background problem, and it is empiri-
cally solved as follows. We may employ
the property that, in the outer portion of
the q-range explored in SAS experiments,
ID(q) has a known analytic expression,
essentially given by Porod�s law [4] (see
also Ref. [5]), namely

        ( ) ( )
4

2

as,DD
q

Sn2
qIqI

∆π=≈ (1.9)

where ∆n2 ≡ (n1�n2)2 is the contrast and
S the area of the interphase surface.
Then one assumes [6�12] that in the
same q-range, Ibck(q) will be well ap-
proximated by the sum of the first M
terms of its power expansion, i.e.

        ( ) m2
M

0m

m2bck qbqI ∑
=

= (1.10)

and the unknown quantities ∆n2,
b0,...,b2M are determined by best-fitting
the observed intensity to the sum of the
expressions reported on the right hand

(1.8)( ) ( ) ( ) ( )[ ] qdqq~qqn~2/1qI DDint

)))∫ νℜπ=

Equation 1.8
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sides (rhs) of Eqs. (1.9) and (1.10). By so
doing, Ibck(q) is determined throughout
the explored q-range, where ID(q) also
turns out to be determined as I(q)�
Ibck(q). This procedure is clearly a trial
and error one, since the aforesaid pa-
rameters are determined by requiring
that quantity be the smallest one. In Eq.
(1.11), εj denotes the experimental error
on the intensity value I(qj) relevant to the
observed scattering vector qj , while the
sum runs over all the qj values which lie
within the chosen outer q-range, consid-
ered to be asymptotic. The best choice
of M can be made on the basis of the sta-
tistical χ2-test [13], while the arbitrariness
in the choice of the asymptotic q-range
can be reduced by requiring that the
best-fit results do not change appreciably
for different choices of the best-fitted q-
range. Even though the procedure is not
free of ambiguities, it appears fairly
sound on statistical grounds.

However, two questions still remain to
be considered:
a) is the procedure sound even when

Ibck(q) turns out to be larger than ID(q)
in the asymptotic range?

b) do the parameters b0,..,b2M have a
physical meaning?

In a recent paper [14], Sobry & Ciccariello
answered these two questions, at least on
an empirical basis.

After analysing some models of density
microscopic fluctuations, they found that:
n the contribution Iint(q) is generally

negligible in comparison to Imfl(q) in
the (SAS) explored q-range;

n the analysis makes sense even when
Ibck(q) is one order of magnitude
larger than ID,as(q);

n Ibck(q) can be approximated by the
first M terms of the power series ex-
pansion of Imfl(q);

n the coefficients of this expansion are
the moments of the auto-correlation
function of the density microscopic
fluctuation;

n assuming that density microscopic
fluctuation is isotropic, the aforesaid
coefficients are simply related to its
moments.

We stress that these conclusions have
an important practical relevance, par-
ticularly when one tries to extract nu-
merical information on the interface
areas for a set of samples at different
physical conditions. The application of
Porod�s law makes it unavoidable, in
practice, to subtract the appropriate
background contributions by carrying
through the numerical procedure re-
ported above. In this way, the resulting
best-fitted parameters, which deter-
mine the background contributions, can
be immediately related to the moments
of the density microscopic fluctuations,
and one can infer how the latter change
as the physical conditions of the sam-
ple vary.

The aim of this paper is to report on the
previous results while adding some origi-
nal details which were anticipated in [14].
The plan of the paper is as follows. Sec-
tion 2 is devoted to a more thorough dis-
cussion of the Debye idealisation, so as
to understand more easily the reasons
why, in the SAS outer q-range, ID(q) is well
approximated by its leading asymptotic
term while Ibck(q) is fairly described by
the first terms of the power expansion of
Imfl(q). Besides, it also reports the general
mathematical relations. Section 3 illus-
trates the numerical results obtained by
considering a fluid-like model for the
density microscopic fluctuation. Section
4 reports on a practical application to a
polymer sample, analysed at different

temperatures. Finally, section 5 contains
the concluding remarks.

2. Theoretical formulation
As already mentioned, SAS theory as-
sumes that n(r) can be approximated by
nD(r). Figure 1 should help us in better
understanding the subtleties of this ap-
proximation, as well the conditions to be
fulfilled for its validity. In the figure, the
continuous line shows the scattering den-
sity profile of a �real� one-dimensional
(1D) sample, and the broken linear seg-
ments the profile of a possible Debye ide-
alisation. In drawing these segments, we
must choose the values of n1 and n2,
which determine the upper and lower
horizontal dotted lines, and we must
draw the vertical segments between these
two lines. The figure makes it evident that
the ambiguity in the choice of n1 and n2 is
much smaller than that in the drawing of
the vertical segments. Each of these can
be arbitrarily drawn inside each region
where n(x) varies from n1 to n2 (or vice
versa). The dotted vertical lines delimit
one of these regions corresponding to the
diffuse interfaces in the case of 3D sam-
ples. It is stressed that, while n(r) is a
continuous function, both nD(r) and νD(r)
show, at the same points, first-order
discontinuities of opposite signs in order
that their sum may reproduce the con-
tinuous n(r). Moreover, νD(r) is every-
where rather close to zero, except within
the diffuse interface regions where it
shows discontinuities equal to ±(n1 � n2).
However, this rather large variation oc-
curs within segments with size σ , the
typical thickness of the diffuse interfaces.
By D  and d  we denote the typical size
of the particles (i.e. D1 and D2 in the fig-
ure) and the typical distance between the
particle boundaries (d1 in the figure).
The Debye idealisation is possible, and
almost unique if the ambiguity in the
choice of n1 and n2 is rather small and
if ( )d,Dmin<<σ . Clearly, these condi-
tions also hold true in the case of 3D sam-
ples, and in the following we shall restrict
ourselves to those samples where the
aforesaid conditions are met1 .
We must now analyse the asymptotic
behaviours, at large q values, of I(q),
ID(q), Imfl(q) and Iint(q). As discussed in
[3] (see, in particular, Appendix A), the
presence of first-order discontinuities in
the scattering density is the only phe-
nomenon responsible for the asymptotic
behaviour q�4 of the scattering intensity.

Figure 1. - In the upper part, the continuous curve shows the density profile for a 1D sample, and the
broken line a possible Debye idealisation. In the lower part, the dotted curve is the profile of the resulting
density microscopic fluctuation. D1 and D2 are the sizes of the two homogeneous particles, and d1 the
distance between the latter. The two vertical dotted lines delimit a diffuse interface region with thickness σ.

( ) ( ) ( )[ ][ ] 2
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N
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2

jbckjas,Dj

2

M /qIqIqI
2

1

ε+−≡χ ∑
=

(1.11)

1  It is mentioned that for some samples it is not
accurate to look at the interface as fixed surfaces
owing to possible fluctuations of the latter. This
problem is discussed in [15] and [16]. In this pa-
per, we confine ourselves to those samples where
these fluctuations are negligible.

Equation 1.11
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If the scattering density is continuous,
the scattering intensity asymptotically
decreases more quickly than q�4. In other
words, it decreases as q�α with α>4.
Thus, asymptotically, one finds that
I(q)=O(q�α) with α>4, while both ID(q)
and Imfl(q) have the same asymptotic
behaviour, i.e.

    ( ) ( ) ,q/Sn2qIqI 42

mflD

−∆π≈≈ (2.1)

because, as noted above, both nD(r)
and νD(r) have the same first-order
discontinuities aside from the opposite
sign factor, which is washed out by the
fact that in Eq.(2.1) the value of the first�
order discontinuity is squared. From
these results and Eqs. (1.4) and (1.6) it
follows that the leading asymptotic
term of Iint(q) is

           ( ) ,q/Sn4qI 42

int

−∆π−≈ (2.2)

since this is the only possibility ensur-
ing an asymptotic decrease faster than
q�4 for I(q). Despite the fact that ID(q),
Imfl(q) and Imfl(q) and Iint(q) have the
same q�4 asymptotic decrease, the q�
range where the asymptotic behaviour
occurs is not the same in these three
cases. To understand this point, which
is extremely important for the following
analysis, we refer again to the 1D case
shown in Figure 1. From this figure it
appears clear that once the spatial reso-
lution is better than min ( )d,D  all the
details, in particular the discontinuities,
of nD(r) are observable. This condition
amounts to having ( ) .,min π>⋅ 2dDq
On the other hand, the scattering inten-
sity becomes sensitive to the positions
of the discontinuities (and to their
squared amplitudes). Thus, it is fairly de-
scribed by the Porod contribution. One
concludes that

( ) 42

D q/Sn2qI ∆π≈

provided

( ) .2d,Dminq π>⋅ (2.3a)

By applying the same reasoning to νD(r),
one finds that the spatial resolution
must be at least equal to σ  for the
spikes associated to the first-order
discontinuities of νD(r) to be resolved.
Thus one obtains

              ( ) 42

mfl q/Sn2qI ∆π≈
provided
                    ,2q π>σ⋅ (2.3b)
and then

               ( ) 42

int q/Sn4qI ∆π−≈

provided

                      .2q π>σ⋅ (2.3c)

These equations show that, if
( )d,Dmin<<σ , one can find a q-range

where Eq. (2.3a) holds true and where
Eqs. (2.3b) and (2.3c) do not. To be
more specific, we recall that the q-
range explored in SAS experiments is
[0.001�0.5]Å�1. Then, according to Eq.
(2.3a), Porod behaviour can be expected
in the outer part of the explored q-range
only for those samples where min
( )d,D ≥50 Å2 . We also recall that for
many samples σ  typically amounts to
only a few angstroms, so that it is im-
possible to use Eqs. (2.3b) and (2.3c) in
analysing the tail of the observed inten-
sity. Thus, we need to find an approxi-
mation for Imfl(q) and Iint(q). To this end,
we shall first remark some general
properties of these two quantities. From
Eq. (1.7) it appears evident that Imfl(q)
represents the intensity scattered by a
sample with a scattering density equal
to νD(r). Hence, it is always non-nega-
tive. By contrast, Eq. (1.8) shows that
Iint(q) depends both on nD(r) and νD(r).
Therefore, it must be considered a
genuine interference contribution. It
can be negative or positive depending
on the considered q-value and, accord-
ing to Eq. (2.2), it becomes definitely
negative as q becomes very large. Fol-
lowing Debye & Bueche [19], we now
introduce the so-called scattering den-
sity fluctuation of the real and the
Debye idealised samples, respectively
defined as

  
( ) ( )

( ) ( ) ( ) ,/ dvrnV1rn

nrnr

V∫−=

−≡η
(2.4a)

  
( ) ( )

( ) ( ) ( ) ./ dvrnV1rn

nrnr

V
DD

DDD

∫−=

−≡η
(2.4b)

We have already noted the rather large
ambiguity in drawing the geometrical
interface, required for defining nD(r).
Hence, we shall assume that the inter-
face drawing can be made in a way such
as to ensure that

          ( ) ( ) .dvrndvrn
V

D
V ∫∫ = (2.5)

This relation has two consequences.

Firstly Dnn = , and thus

    ( ) ( ) ( ) ( ) ( ).rrrnrnr DDD ηην −=−= (2.6)

Secondly,

    ( ) 0dvrD =ν∫ (2.7)

which implies that the value of the FT
of νD(r) is equal to zero at q = 0,
i.e. ( ) 00~

D =ν . Moreover, one can write

     ( ) ( ) ( ) qdqq~4/1qI
2 ))∫ ηπ= (2.8a)

     ( ) ( ) ( ) qdqq~4/1qI
2

DD

))∫ ηπ= (2.8b)

and

( ) ( ) ( )[ ( )] qdqq~qq~2/1qI DDint

))) νηℜπ= ∫ (2.8c)

since these expressions coincide with
Eqs. (1.2), (1.5) and (1.8), provided q ≠ 0.
In fact, they differ for a δ-like contribu-
tion set at the reciprocal space origin
when the sample volume becomes in-
finitely large [20]. Moreover, in this limit
the scattering intensities become exten-
sive as it appears evident from the fol-
lowing relations

    ( ) ( ) ,dvreVqI riq2 ∫ γη= ⋅ (2.9a)

    ( ) ( ) ,dvreVqI D

riq2

DD ∫ γη= ⋅ (2.9b)

    ( ) ( ) ,dvreVqI mfl

riq2

Dmfl ∫ γν= ⋅ (2.9c)

whare (Eq. 2.10)

with r/r=ω)  and

    ( ) ( ) ,dvrV/1 22 ∫η≡η (2.11)

2

Dη  and 2

Dν  being similarly defined.
The last three quantities are the mean
square fluctuations of the given sample,
of the Debye idealised sample and of
the sample with scattering density equal
to the density microscopic fluctuations,
while γ(r), γD(r) and γmfl(r) are the corre-
sponding auto-correlation functions.
Comparing Eqs. (2.9a) with (2.8a), (2.9b)
with (2.8b) and (2.9c) with (2.8c), one
concludes that ( ) V/q~η , ( ) V/q~

Dη
and ( ) V/q~

Dν  approach finite limits
as V→∞.

2  This condition is not obeyed by fractal samples,
which are characterised by the property that their
intensities behave as q−α with 3 ≤ α < 4 in most of
the explored q-range [17,18].

Equation 2.10

( ) ( ) ( ) ( ) 111

1
2 dvrrrdV4r +ωηηωηπ≡γ ∫∫

− ))

( ) ( ) ( ) ( ) 11D1D

1
2

DD dvrrrdV4r +ωηηωηπ≡γ ∫∫
− ))

( ) ( ) ( ) ( ) 11D1D

1
2

Dmfl dvrrrdV4r +ωννωνπ≡γ ∫∫
− ))

(2.10a)

(2.10b)

(2.10c)

and
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As discussed above, for our class of
samples, ID(q) is well approximated by
its asymptotic leading term in the outer
portion of the explored q-range, while
for Imfl(q) and Iint(q) we cannot use the
asymptotic expressions (2.3b) and (2.3c)
because .2q π<<σ  Hence, it appears
reasonable to expand νD(q) as a power
series of q and to approximate νD(q) with
the sum of the first terms of this expan-
sion. If we perform this operation di-
rectly on Eq. (2.9c) we find that (Eq. 2.12)

where

( )( ) ( )dvrr!1j2/1 mfl

j2

j2,mfl ∫ γ+≡γ (2.13)

represents the 2jth moment of the
autocorrelation function γmfl(r). How-
ever, we can also assume that the den-
sity microscopic fluctuation is fairly iso-
tropic in the limit V→∞, so as to have
νD(r)=νD(r) and ( ) ( )q~q~

DD ν=ν . In this
case, one has (Eq. 2.14)

with (Eq. 2.15)

equal to the 2jth moment of the density
microscopic fluctuation. Using Eq. (1.7)
one finds that (Eq. 2.16).

The comparison of this equation with
Eq. (2.12) shows that the moments of
γmfl(r) are simply related to the moments
of the density microscopic fluctuation
when this is isotropic. Moreover, as-
suming the validity of condition (2.7),
Eq. (2.16) becomes

( ) [ ] ,ííí
24

6

2

42

4

mfl qqVqqI K++−≈   (2.17)

which implies that γmfl,0 = γmfl,2 = 0.

We still need an analytic approximation
of Iint(q) to obtain an approximation of
Ibck(q) valid in the non-asymptotic region
of Ibck(q). Unfortunately this cannot be
obtained from Eq. (2.8c) because Iint(q)
depends both ( )q~

Dν  on  and on ( )q~
Dη .

Besides, as was noted in the paragraph
above, Eq. (2.4a), Iint(q), in contrast with
Imfl(q), can be positive or negative de-
pending on the q range considered.
Recalling Ruland�s analysis [7] (see also
[10,21] as well as Appendix D of [3]),

Iint(q) is expected to be the dominant
contribution to Ibck(q) when the density
microscopic fluctuations occur mainly
at the borders of the homogeneous
phases and are negligible inside the lat-
ter. Thus, one expects that Iint(q) can be
neglected inside the SAS q-range when
σ  is very small. As will be reported in
the next section, this result was con-
firmed by the numerical computations
of Iint(q) for some models of the density
microscopic fluctuation.

In conclusion, if the density microscopic
fluctuations are mainly internal to the
homogeneous phase3 , one finds that
Ibck(q) ≈ Imfl(q) and the latter�s expres-
sion is given by Eq. (2.12). Moreover, if
the density microscopic fluctuation is
assumed to be isotropic, i.e. νD(r) = νD(r),
then Ibck(q) is given by Eq. (2.16). Finally,
if condition (2.7) is also assumed, then
Ibck(q) is given by Eq. (2.17). In this way,
the best�fitted parameters are related to
the moments of the auto-correlation
γmfl(r) in the first case, to the moments
of the density microscopic fluctuation
in the second case, and the first of these
moments is equal to zero in the third
case.

3. Some microfluctuation
models

In order to test the relative importance
of Imfl(q) and Iint(q), we have evaluated
the angular average of the scattering in-
tensity relevant to a homogeneous el-
lipsoidal particle with semiaxes a, b and
c (with a ≤ b ≤ c) plus a microfluctuation
density νD(r). For the latter we have con-
sidered different analytic expressions,
both isotropic and anisotropic. We re-
fer to [14] for their explicit expressions
and for more details. For all the cases
considered, we found that the contri-
bution of Iint(q) is negligible (i.e. less
than 10%) compared to that of Imfl(q) in
the Porod region. However, the result-
ing shapes of Ibck(q) were never simi-
lar to realistic background contribu-
tions. In fact, the peaks of the result-
ing Ibck(q)s developed rather quickly
and were rather narrow. Therefore, we
considered a more realistic model for

microfluctuation densities, which will
now be reported.

As before, a homogeneous ellipsoidal
particle, with unit scattering density
and axis ratios b/a = 0.5 and c/a = 2,
was considered. The particle is at the
centre of a spherical region, with vol-
ume V and radius Rmax = 20a, where
Nsp(=64 000) small spherical particles
are also present. The scattering density
of each of these spheres has the follow-
ing profile

( )




<<α−
<α

=
01

1
sp RrRif

Rrif
rn

,
,

(3.1)

R1 is determined in terms of R0 by the con-
dition that 0nsp = . We chose R0 = 0.15a
and α = 0.073. The positions of the 64 000
spheres were randomly generated re-
quiring the distance between each pair
of spheres to be greater than 2R0, and
that each sphere should lie fully within
the sphere of radius Rmax. About ten
more runs were performed in order to
ensure that the centre of gravity of the
considered set of spheres lay close to
the origin, so as to be confident that the
resulting configuration is also isotropic.
[By this construction, the resulting con-
figuration of the spheres should be a
snapshot of a fluid of hard sphere [23]
in one of its most likely configurations.
For this reason, the resulting model of
density microscopic fluctuation was
named as a fluid-like model.] In this way,
the scattering density of the system is

( ) ( ) ( ).rrnrnrn j

N

1j

spE

sp

−+= ∑
=

(3.2)

Here rj denotes the position vector of
the centre of the jth sphere, nE(r) is the
scattering density of the homogeneous
ellipsoid, and the sum over j represents
the microscopic density fluctuation. The
Fourier transform of nE(r) is algebraically
known [22], and will be denoted by

( )qn~E . Thus, the FT of Eq. (3.2) reads

( ) ( ) ( ) ,eqn~qn~qn~
sp

j

N

1j

riq

spE ∑
=

⋅+= (3.3)

where ( )qn~sp  is the FT of nsp(r), define
by Eq. (3.1), and is algebraically known.
Comparing Eq. (3.2) with (1.1), one sees
that nE(r) plays the role of nD(r) and the
remaining sum that of νD(r). Thus

( ) ( )qn~qn~ DE → , and

( ) ( ).q~eqn~ D

N

1j

riq

sp

sp

j ν→∑
=

⋅
(3.4)

3 Actually, this assumption can be relaxed, as shown
  by remark (b) in the conclusive section.

Equation 2.12, 2.14-2.16

( ) [ ]K+ν−ν+ν−ν≈ν 6

6

4

4

2

20D qqqVq~

( ) [ ]K+γ+γ−γν≈ 4

4,mfl

2

2,mfl0,mfl

2

Dmfl qqVqI (2.12)

(2.14)

( )( ) ( ) ( )( ) ( )drrr!1j2V/4dvrr!1j2V/1 D

0

2j2

D

j2

j2 ν+π≈ν+≡ν ∫∫
∞

+ (2.15)

( ) [ ] ,qqqVqI
26

6

4

4

2

20mfl K+ν−ν+ν−ν≈ (2.16)
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If the chosen configuration of the small
spheres really were fully isotropic,

( )q~
Dν  would show no dependence on

the direction of q. In reality we found a
slight dependence, but we have
checked that this dependence decreases
as Nsp passes from 4000 to 16 000 and to
64 000. The knowledge of ( )qn~D  and

( )q~
Dν  and Eqs. (1.5), (1.6) and (1.7) al-

lowed us to evaluate ID(q), Imfl(q) and
Iint(q) by numerically evaluating the
angular averages involved. In this case,
we also found that contribution Iint(q)
is negligible compared to Imfl(q).

Figure 2 shows the Porod plot of the
resulting Imfl(q). The peak position is
related to the mean interparticle dis-
tance and lies beyond the SAS q-range,

while the noise is a consequence of the
fact that the volume is not yet very
large. Fig. 3a shows  the plot of

( )
2

N

1j

riq
sp

jeqS ∑
=

⋅≡ , where the angu-

lar brackets denote the angular average.
In the limit V→∞ with Nsp/V = const,
this quantity should approach the struc-
ture function of a hard-sphere fluid. In
order to reduce the noise, we have
smoothed the previous ( )qS  by tak-
ing the average over the 10 next neigh-
bouring values. The resulting expres-
sion is represented by the dotted curve
in Fig. 3b, whereas the broken curve is
the plot of the structure function (times
Nsp), obtained from the Percus-Yevick

equation [24], of a hard-sphere fluid
with the same particle number density
Nsp/V. The two curves are satisfactorily
close, given the small volume where the
calculations have been performed. The
moments of νD(r) cannot be obtained

from the noised ( )qS . They can how-
ever be evaluated from the algebraic

expression ( ) ( )qhqnN PY

2

spsp
~ , where

hPY(q) is the FT of the total correlation
function in the Percus-Yevick approxi-
mation. Fig. 4 shows the Porod plot of
the resulting scattering intensity I(q)
(triangles), while the Porod plot of the

scattering intensity ( ) ( )2

ED qnqI ~=  of

the homogeneous ellipsoid is given by
the dotted (slightly oscillating) curve.

Figure 3. (a) Plot of the structure function relevant to the considered configuration of spheres; (b) The dotted line represents the smoothing of the result
shown on the left by averaging over the 10 next neighbouring values. The broken line is the Percus-Yevick structure function for a hard-sphere liquid with
the same particle number density.

Figure 2. Porod plot of Imfl(q) for the model of fluid-like density microscopic
fluctuation.

Figure 4. Porod plot of the total intensity (triangles), of ID(q) (horizontal
dotted line) and of the approximations obtained considering the 2nd (con-
tinuous) and 4th moment of the microscopic fluctuation for the model re-
ported in the text.



FIBRES & TEXTILES in Eastern Europe    January/December 2003, Vo.11. No. 5 (44) 59

The continuous and dotted monoto-
nously increasing curves represent the
approximations obtained by consider-
ing the scattering intensity of the ellip-
soidal particle plus the first or the first
two terms of the Imfl(q) q2 � power ex-

pansion, i.e. ( )( )2

2

4

D VqqI ν+  and

( ) [ ]( )2

42

2

2

4

D q2VqqI νν−ν+ , respec-
tively. Even though in the two cases the
agreement is extremely accurate within
the ranges qa < 12,5 and qa < 15, the
figure indicates that I(q) can be best-fit-
ted throughout the range qa < 25. In
fact, the parameter values of ν2 and ν4

obtained in this way are found to devi-
ate less than 20% from the exact ones.
This result indicates that positive and
rather large deviations from Porod�s
law can be accounted for by the only
contribution (2.17).

4. Numerical analysis of
some real intensities

On the basis of the conclusion drawn
at the end of the previous section, we
have analysed a set of SAS X-ray
intensities relevant to a semi-
halatotelechelic polymer sample at dif-
ferent temperatures. The sample con-
sists of polystyrene carboxylate of mo-
lecular weight 4500 neutralised at one
chain end by a mesogenic cation [25].
This compound forms a smectic
mesophase in the temperature range
[50-150]°C, and has a crystalline struc-
ture up to about 50°C. For this reason,
the experimental study [26], performed
at LURE (Orsay, France), explored the

temperature range [40-150]°C. For these
samples the determination of the back-
ground contribution by Eq. (2.15) looks
particularly interesting. In fact, the
samples are known to have fairly sharp
interfaces, while their chemical com-
position does not change as their tem-
peratures increase. Hence one should
expecte an increase in the microscopic
scattering density fluctuation driven
by the temperature increase, and this
increase should be reflected in the best-
fitted values of the moments of νD(r).
The intensities were collected with the
same experimental set-up with a (∆q)-
step of 0.00056 Å�1. They were corrected
for absorption and blank, but were not
reported to the absolute scale when
they were collected. The intensities
have been best-fitted in the range [0.05�
0.2] Å�1 to the analytic expression

( ) ( ) ,q1Vqq/P

2
M

2j

1j2

j2

j44

PD












ν−+ ∑

=

−
(4.1)

where PPD, ν2, �, ν2M are (M+1) adjust-
able parameters. We allowed M to

range from 1 to 4, and in each case we
looked for the parameter values which
minimise the corresponding χ2�expres-
sion, with the further constraint that

( ) ( ) ( )
k

2
M

2j

1j2

kj2

j4

kkobs q1VqqI ε<











ν−− ∑

=

−

at each observed qk value, εk denoting
the corresponding error on the inten-
sity value observed. This condition en-
sures that ID(q) turns out to be posi-
tive within experimental errors. In
Fig.5, the dotted, short-dash, long-dash
and continuous lines represent the re-
sult of the best-fits for M=1,2,3 and 4
respectively. Comparing the χ2 value
with the number of the freedom de-
grees (i.e. the number of fitted points
minus the parameter number), the
best-fits for the samples at the tem-
peratures of 40, 50, 60, 75, 90 and 100°C
are satisfactory with M=2. For samples
at 120 and 150°C, M must be taken as
equal to 3 and 4. Figures 2�6 of [14]
show the final Porod plots. For greater
homogeneity, Table I reports the nu-

Figure 5. Log-log plots of the SAS intensities for the best (left) and worst case (right). The dotted, the short dash, the long-dash and the continuous lines refer
to Eq. (4.1) with M = 1, 2, 3 and 4, respectively. Note that the best-fitted q range is [0.05-0.2]Å�1.

T°C PPD 
2Vν  4Vν  

40 
50 
60 
75 
90 

100 
120 
150 

132 
176 
184 
197 
201 
279 
166 
988 

12 
12 
13 
13 
17 
19 
25 
40 

–2.4 
–2.2 
–2.5 
–2.4 
–3.5 
–3.6 
–5.3 
–7.9 

 

Table I. Best-fitted parameter values
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merical values of the best-fitted param-
eters obtained with M=2. The first col-
umn reports the temperature of each
sample, columns 2, 3 and 4 the values

of PPD, 
2Vν  and 

4Vν , as specified by

the column headings.

Since the analysed intensities are
known in relative units [u], the units

of PPD, 
2Vν  and 

4Vν  respectively

are nm-4[u], nm2[u]1/2, nm4[u]1/2. The
statistical relative errors [13] for PPD, ν2

and ν4 are smaller than 10%, 1% and
2% respectively. From the comparison
of the values reported in table I with
those obtained from the best-fits with
M=4, the variations for PPD, ν2 and ν4

are found to be smaller than 15%, 25%
and 40%. Thus it appears more sound
to consider the latter values as the un-
certainties of the values reported in
table I.

The table reports the parameter values
resulting from the best-fits of Eq. (4.1)
to the SAS X-ray intensities relevant to
a semi-halato-telechelic polymer sam-
ple at the temperatures reported in the
first column. The values of the Porod
coefficient and of the second and fourth
moment of the microscopic fluctuation
density are reported in columns 2, 3 and
4 respectively. The best-fitted q-range
is [0.5�2]nm�1.

For the discussion of the results re-
ported in the table we refer to [14]. Con-
sider now the square root of the ratio

24 / νν . From Eq. (2.15) one obtains

( ) ( ) ( )
2/1

D

2

D

42/1

24 dvrrdvrr5/1/ 



 νν=νν ∫∫

which has length dimension. Similar to
Guinier�s law [20], one can consider

2/1

24

2/1

mfl /5 νν=l

as the typical scale-length on which the
density microscopic fluctuation varies.
From the values of Table I, one finds
that nm1mfl ≈l , a value which is
physically quite reasonable. One con-
cludes that, as the sample temperature
increases, the density microscopic fluc-
tuation increases in amplitude but the
length scale on which it changes re-
mains essentially the same.

5. Conclusion
The main conclusion of the paper is
that the background contribution to
isotropic SAS intensities can be de-
scribed by the analytic expression
Eq.5.1.
where

l2ν  is th2l  the  moment of the scatter-
ing density fluctuation. We refer to the
end of Section 2 for the discussion of
the assumptions ensuring the validity
of Eq. (5.1).

We also remark that: (a) the existence
of a Porod region, understood in our
analysis, is a condition not met in the
case of fractal samples, even though a
background term is often considered
in best-fitting the data to a power-law
behaviour in these cases also (see, e.g.
[17]). Recalling that fractal samples are
often described as a collection of ho-
mogeneous monomers arranged with
fractal geometry [18], it appears evi-
dent that Eq. (1.8) also applies to these
systems because the monomers are
only approximately homogeneous. By
the same discussion which led us to
write Eqs. (1.4), (1.5) and (1.6), one con-
cludes that Ibck(q) is still given by Eq.
(4.1), while ID(q) takes now the power-
law form F/qα; (b) the case of negative
deviations from Porod�s law can also
be treated by a slight modification of
the procedure expounded above. In
fact, by following Ruland�s suggestion
[7], one substitutes ηD(r) with

( ) ( )( ) 1

2

11D dv/rrexpr σ−−η∫  in Eq.

(2.6), where σ is proportional to the
thickness of the interphase regions.
This implies that the SAS intensities
observed have to be best-fitted to

( ) ( )[ ]qIq/2/qexpP bck

422

PD +σ−  in-
stead of ( )[ ]qIq/P bck

4

PD +  while Ibck(q)
is still given by Eq. (4.1); and (c) the
aforesaid background subtraction pro-
cedure can easily be extended to the
case of slit-collimated intensities using
the relations reported in sect. 3.4 of [27].

Our concluding remark is the recom-
mendation to convert the best-fitted
parameters� values, which are always
determined when Porod�s law is ap-
plied, into the moments of the density
microscopic fluctuation, since these
can yield useful information on the lat-
ter quantity.

q
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