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1. Introduction
The extraction of structural data from
small-angle scattering (SAS) patterns
has been a problem of constant interest
to researchers for many years, particu-
larly in the field of bulk polymer mate-
rials where such images are frequently
related to a non-ideal multi-phase struc-
ture made from domains. Investigation
of this domain structure, its evolution
and its relation to material properties
is considered a main issue of materials
science. In the mid-nineties, dedicated
synchrotron radiation sources became
available [1, 2]. Scattering patterns from
oriented polymer materials recorded
with two-dimensional detectors re-
vealed a wealth of well-resolved fea-
tures and posed a new challenge,
namely to develop adequate methods
of data analysis. An early idea was to
simplify the problem by extracting
curves that reflect partial aspects of the
domain structure [3-10]. In this case,
established methods for the analysis of
small-angle X-ray scattering (SAXS)
curves can be applied to correct for the
deviations from an ideal multi-phase
structure [11-17]. Fluctuation of the
electron density inside the phases, for

Extraction, representation and
interpretation of nanoscale domain
structure information from small-angle
scattering patterns

Norbert Stribeck
Institute TMC,

University of Hamburg,
Bundesstr. 45,

D-20146 Hamburg, Germany
Norbert.Stribeck@desy.de

Abstract

A method for SAXS analysis and its applications to the field of materials science is presented, and
corresponding papers are reviewed. The method permits the topological structure information con-
tained in scattering patterns to be extracted and visualised from small-angle scattering (SAS) with-
out complex pretreatment. Multi-dimensional data can be processed. For instance, such data is accu-
mulated in the field of materials science in time-resolved in situ SAXS experiments with synchrotron
radiation. The result is a multi-dimensional chord distribution function (CDF), which is defined as
the Laplacian of the correlation function. It is equivalent to the autocorrelation of the gradient of the
electron density. The procedure is, in particular, adapted to the analysis of the nanoscale structure of
samples with fibre symmetry, such as polymer fibres or strained elastomers. The multi-dimensional
relations among morphological components become apparent in real space and help to elucidate the
nature of processes governing the evolution of nanostructure. It is proposed to solve the background
subtraction problem by spatial frequency filtering. According to the proposed notion, the domain
structure information of the studied nanocomposite is contained in the spatial frequency band be-
tween background and noise. The method can be applied to scattering curves from isotropic samples as
well. In this case, chord length distributions (CLD) or interface distributions (IDF) are computed.
Here the advantage of the method is the possibility to automate data evaluation, and thus to process
large data sets that are frequently recorded in time-resolved experiments. Examples from straining
and melting studies of thermoplastic elastomers and polyethylene are presented.

Key words: Small-angle scattering, synchrotron radiation, polymers, nanostructure, materials prop-
erties, crystallisation.

instance, causes a slowly varying back-
ground in the scattering data [11]. The
decay of the scattering intensity result-
ing from Porod’s law [18] is increased
by a smooth transition zone at the phase
boundary [11], and roughness added to
the boundary itself raises the specific
surface [13]. All these slowly varying
effects are superimposed in the scatter-
ing pattern. From curves they can be
separated after resorting to extensive
assumptions, but whenever anisotropic
scattering patterns are to be analysed,
the related ambiguities become even
more elusive. Moreover, the extraction
of curves turns out to be of only lim-
ited value. The curves extracted from
high-quality patterns frequently turn
out to be too complex to be fitted by the
common and simple models of domain
shape and arrangement.

Thus the analytical method must pre-
serve the multi-dimensionality found in
the scattering patterns. The first prob-
lem, then, is the elimination of the
multi-dimensional background related
to the non-ideal nature of the real
nanostructure. Taking advantage of the
observation that all the backgrounds
discussed are slowly varying functions,

this elimination is carried out by spatial
filtering of the recorded scattering pat-
tern: The relevant information on multi-
phase nanostructure is said to show up
in the spatial frequency band between
the slowly varying backgrounds related
to the non-ideal nature on one side, and
to the statistical noise of the measure-
ment on the other. Finally a representa-
tion of the nanostructure information
is proposed which is adapted to human

Figure 1. Demonstration of a high-quality 2D
scattering pattern. SAXS and WAXS from drag
line spider silk accumulated during 30 s at the
ESRF (Courtesy of Chr. Riekel).
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perception, because it is defined in such
a way that it exhibits a multi-dimen-
sional image of the domains and their
mutual arrangement in real space. As
long as it is not necessary to introduce
an orientation distribution, the
nanostructure can be interpreted di-
rectly. But if the structure must be
deconvoluted from an orientation dis-
tribution, the ideas of Murthy [19, 20]
may help to solve the problem.

Already published applications of the
method reviewed [21, 22] to polymer
processing [23-26] show its potential to
elucidate both the structure-processing
and the structure-properties relation-
ships that are sought for in the field of
materials science.

2. The method and its
modules

2.1. Advance of synchrotron
 scattering technique

During the past two decades, the scat-
tering technique available at synchro-
tron radiation sources has advanced
considerably. In 1982 a typical synchro-
tron radiation run at HASYLAB in
Hamburg did not exceed 30 min and
the beam position jumped frequently.
Today the radiation run lasts 16 h and
the beam position is stable. Twenty
years ago the injected current was not
higher than 30 mA; today it is 160 mA.
With the well-focusing optics installed
during the past five years, high quality
scattering patterns can be accumulated
over a moderate period of time.

Figure 1 shows the small-angle X-ray
scattering (SAXS) and the wide-angle
X-ray scattering (WAXS) of drag line
spider silk recorded simultaneously at
the European Synchrotron Radiation
Facility (ESRF) in 30 s on a CCD detec-
tor. At beam line A2 of HASYLAB in
Hamburg, the SAXS of a good scatterer
(SBS block copolymer) is recorded with
a similar S/N-ratio and within a simi-

lar time, but at 10-fold spatial resolution
on a MarCCD 185 detector. Using such
apparatus, polymer materials can be in-
vestigated with the aim of quantitative
nanostructure analysis during process-
ing, mechanical or thermal load.

SAXS images from rotating anode labo-
ratory sources are not competitive. In or-
der to achieve the S/N-ratios required for
a quantitative analysis, a polymer sam-
ple must be exposed for several hours.

2.2. Digital image processing

Although even isotropic scattering data
benefits from the advance of technique,
the information content on the
nanostructure remains relatively low.
Anisotropic samples, on the other hand,
may exhibit a wealth of distinct peaks
and other features in the correspond-
ing scattering patterns. Fibre patterns,
in particular, are well-suited for the
demonstration of advanced data analy-
sis for two reasons. Firstly, polymer
materials with fibre symmetry are ubiq-
uitous in technical applications; sec-
ondly, the total information content of
their SAXS is contained in a single two-
dimensional (2D) scattering pattern.

2D scattering data, in general, are sub-
ject to some distortions, and the initial
reason for the use of digital image pro-
cessing tools results from the need to
mark blind spots and flaws in the im-
age. A challenging example is shown in
Figure 2. Here the pixels of the image
are distorted by the half-shade of wires
running through the path of the scat-
tered radiation. The distorted pixels
have been marked by application of a
Sobel filter. In successive steps, all the
pixels that for various reasons are invalid
must be marked. Then the image is
centred and aligned with respect to its
principal axis. Finally many of the in-
valid pixels can be filled from symme-
try considerations, and the remaining
white patches may be filled by two-di-
mensional extrapolation based on radial
basis functions [27]. As a result, the pixel
matrix is filled with smooth valid data.

After this image-oriented treatment,
and after sample absorption and ma-
chine background has been operated,
the business of scattering pattern evalu-
ation can be started.

2.3. Chord distribution with fibre
  symmetry

2.3.1. General definitions

Let I(s) be the observed SAS intensity.
The magnitude of the scattering vector
is defined by |s|=(2/λ)sinθ, with λ the
wavelength of radiation and 2θ the scat-
tering angle. Common notations will be
used for both the case of isotropic scat-
tering patterns by writing I(s)=I(s) with
s=|s|, and for the case of a scattering pat-
tern with fibre symmetry, I(s)=I(s12, s3)
with 2

2

2

112 sss += and the direction of
s3 defining the symmetry axis of the pat-
tern.

2.3.2. Intensity projection onto a plane

If the scattering pattern is already com-
plete in a subspace of the 3D reciprocal
space, the suitable projection [3, 4, 6, 28]
has to be carried out before the follow-
ing 1D or 2D Fourier transformation. In
classical methods, special Fourier ker-
nels are employed which implicitly
comprise the projection. However, for
the data evaluation of scattering ’im-
ages’ with fibre symmetry it is conve-
nient to utilise commercial standard
software such as pv-wave for image pro-
cessing [29] and to carry out the neces-
sary projection
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the 2D Fourier transformation
ℑ2(IP) (r12, r3) := P (r12, r3) of which is
known as the 2D (electron-) density
correlation function [30] in cylindrical
co-ordinates.

2.3.3 A generalised chord distribution

In the case of isotropic data, the features
of the nanostructure can be visualised
more clearly in a chord length distribu-
tion (CLD) [31] or in an interface distri-
bution (IDF) [32] than in a correlation
function. Now the question arises as to
how the one-dimensional concepts of
the CLD and the IDF can be generalised
for the case of multi-dimensional
scatteringdata from multi-phase sys-
tems. The complete treatment has been
published elsewhere [21]. A brief over-
view is presented here.

Figure 2. A complex image flaw (shades of wires holding the pin diode beam stop) can be corrected by
Sobel-filtering. From left to right: Original pattern. Wire mask. Distorted pixels set to zero.
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The autocorrelation of the gradient of the
density distribution ρ(r) can be defined
as a chord distribution z(r) = (∆ρ(r))*2 for
any multi-dimensional case. It is equiva-
lent to the Laplacian ∆P(r) of the correla-
tion function P(r), and can be computed
from the multi-dimensional Fourier
transformation of the scattering intensity
I(s) multiplied by 4π2s2. For samples with
fibre symmetry, we start from the pro-
jected intensity IP and obtain

          ( ) ( )31P
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2 sss +=  in this context. It has
been proven convenient now to subtract
a constant, in order to suppress the oth-
erwise strong increase in intensity for
large s in IL(s1, s3). This subtraction helps
to avoid a damping of the observed os-
cillations in the pattern when the next
evaluation step is applied.

In the next evaluation step, the non-ideal
character of the studied multiphase
structure has to be considered. In the
classical methods [11, 32, 33] this is ac-
complished by subtraction of several
slowly varying backgrounds (density
fluctuations, width of the phase transi-
tion, domain roughness). These back-
grounds are well justified for physical
reasons, but difficult to separate.

The result of this operation is an inter-
ference function, G(s), that will become
subject to a Fourier transformation.
Since our interest is not the study of the
non-ideal character, but to gain infor-
mation on  the shape and arrangement
of the nanometer size domains, the
composite slowly-varying background
in the SAS image is considered a para-
sitic effect. Under this premise a suit-
able background can be extracted from
the SAXS pattern itself by computing
the low-pass filtered pattern, fl,rc

 (IL(s)).
Its subtraction reduces the central sin-
gularity in the Fourier transformation
of IL(s). Hence an adapted interference
function G(s)
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is defined based on a low-pass filter op-
erator fl,rc

 () with a cut-off frequency rc.
On one hand, a background correction
based on a low-pass filter is no more ar-
bitrary than the background fitting
methods commonly employed in evalu-
ation of small-angle scattering curves.
On the other hand, the definition of the
low-pass filter is valid for deliberate di-
mensionality of the recorded data. A
variation of filter parameters shows that
the anticipated chord distribution func-

tion (CDF) is altered only marginally, as
long as a filter with smooth frequency
response is chosen and the cutoff fre-
quency is kept low. For the common
Butterworth filter, this means that a low
order has to be chosen in order not to
imprint artifacts resulting from
discontinuities of the filter response func-
tion. A first-order Butterworth filter
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(r = |r|). Here ℑ () designates the multi-
dimensional Fourier transformation)
has proved feasible in many fields of
research.

Application shows that the cutoff fre-
quency can be varied within a fairly
wide range without change of the ap-
parent topological parameters. Never-
theless, after background subtraction
intensity discontinuities remain at the
circumference of the sensitive area of
the detector. The general procedure to
minimise the corresponding artificial
undulations in real space is multiplica-
tion by an appropriate windowing
function (the ‘Hann window’) [34].

Finally, the interference function G(s)
is subject to a discrete Fourier transfor-
mation. The result

( ) ( )( )sGrz −ℑ= (5)

is the chord distribution function (CDF)
z(r). Thus the complete morphological
information concerning size and ar-
rangement of domains is right at hand
in the physical space function z(r12, r3)
after a few evaluation steps.

In the case of fibre symmetry, z(r) can be
depicted by a surface in space which
shows positive and negative peaks with
respect to the (r12, r3)-plane. It can be in-
terpreted employing Porod’s ‘particle-
ghost’ notion [35-38] after minor modifi-
cation (Figure 3). Whereas the value of
the correlation function γ(r) as a function
of ghost displacement r’ is determined by
the volume shared by particle and ghost,
the value of the CDF z(r) is given by the
scalar product of the gradient vectors.
Obviously there are only contributions at
those positions where the surfaces of par-
ticle and ghost are shared. Moreover, the
value of z(r) is not only a function of the
number of interacting surface elements,
but also a function of their orientation.
Surfaces crossing at right angles do not
contribute. Definitions of chord length
distributions (CLD) avoid this depen-
dence from surface orientation, but are
difficult to generate in the multidimen-

sional case. Parallel and antiparallel gra-
dient vectors generate function values of
different signs. The sign of z(r) is chosen
to allow the autocorrelation of antiparal-
lel gradient vectors generate a positive
contribution to z(r). For example, the
highlighted pair of gradient vectors in
Figure 3 will contribute almost the maxi-
mum positive value. It is obvious that
ghost-displacement in an ensemble of
particles with convex shape will not start
generating negative contributions to z(r)
before ghosts start to overlay alien par-
ticles. Thus the corresponding negative
contributions can be considered a
generalisation of translational repeat,
whereas positive contributions are re-
lated to domain (and ‘intermitted do-
main’) sizes.

The first mentioned are generalisations
of a lattice property, whereas the latter
are related to the domain shapes and dis-
tributions of the multi-phase structure.

2.4 Isotropic data, spatial
 frequency filtering and
 interface distributions

Background elimination by spatial fre-
quency filtering can be applied to iso-
tropic scattering data as well, as has
been demonstrated in a previous pub-
lication [22]. This method is particularly
advantageous when aiming at the
automatisation of data evaluation.
Automatisation is becoming an impor-
tant issue, because the volume of data
to be analysed is expanding rapidly as
a result of an increasing number of
time-resolved experiments, and also be-
cause the background-sensitive interface
distribution function (IDF) analysis is
gaining importance [6, 12, 23, 39-54].
Let us define an estimated constant back-
ground, cFl, by minimising the function

Figure 3. Particle-ghost autocorrelation of gradient
vectors generates the multi-dimensional chord
distribution. Its positive and negative values are a
function of relative surface orientation.
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with the sum being extended over all
measured points in the region where
Porod’s law is estimated to be valid. In
a second step
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is computed, which ends in an almost
horizontal asymptote, if Porod’s region
has been reasonably chosen. Now let us
define a low-pass filter operator, fl,xc

 ()
with a cut-off frequency xc defined in
real space. As in the anisotropic case, a
first-order Butterworth filter
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is chosen. After subtraction of the low
pass filtered background
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−= (9)

the interference function is obtained.
A Hann window is applied in the iso-
tropic case also. Finally the interference
function is subject to a 1D Fourier trans-
formation yielding the IDF g1(x).

It is pointed out that in the case of con-
siderable domain surface roughness,
i.e. whenever the integral ∫ G1(s) ds be-
comes strongly negative, the back-
ground elimination may be carried out
repeatedly, until the postulation
∫ G1(s) ds ≈ 0 is fulfilled.

If such iterated interference functions are

analysed, it should be carefully checked
whether the substantial aspects of the
nanostructure have passed the applied
cascade of spatial frequency filters.

3. Examples of CDF method
application

3.1. SIS thermoplastic elastomers
  studied during straining

The complete study reviewed here has
been published elsewhere [55].

Material.
Commercial SIS triblock copolymer
CAROM TLI 30 (CAROM S.A., Onesti,
Romania) with a total molecular mass

Figure 4. USAXS intensity as a function of elongation for neat (SIS) and brominated (SISbr) triblock copolymer.
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of Mw = 105 kg/mol was investigated.
The molecular mass of the polyisoprene
middle block is Mw = 73,5 kg/mol.
According to IR spectroscopy, the
polyisoprene block contains 88.9% 1,4-cis
units, 2.1% 1,4-trans units and 9.0% 3,4(vi-
nyl) units. Neat material (sample desig-
nation: SIS) and a brominated sample
(designation: SISbr) were studied.

Scattering experiments.
Ultra small-angle X-ray scattering
(USAXS) was performed in the BW4 syn-
chrotron beam line at HASYLAB, Ham-
burg, Germany. USAXS images were col-
lected by a two-dimensional position sen-
sitive Gabriel detector (512×512 pixels of
0.4×0.4 mm2). The sample-to-detector dis-

tance was set to 12 870 mm. Samples with
marks were mounted in a straining stage
positioned in the synchrotron beam,
slowly strained up to the desired elonga-
tion and exposed for 30 min.

Images were corrected for flat detector
response and blind areas were masked.
Background subtraction and sample ab-
sorption were subsequently operated.
The centre and fibre axis of the pattern
were determined. The images were
aligned and averaged with respect to the
four quadrants, resulting in peak maxi-
mum counts of at least 10 000 (sample
SIS at highest elongation). To cover a
wider angular range, small-angle X-ray
scattering measurements were carried

out at HASYLAB, beam line A2, using
an image plate exposed for 60 s.

Results.
Examining three-dimensional (3D)
plots of the scattering intensity (Figure
4), it becomes apparent that the com-
plex shape of the scattering pattern can-
not be explained in terms of common
simple notions on nanostructure.

Nanostructure representation in physi-
cal space.
Multidimensional chord distributions
z(r) have been computed from the scat-
tering patterns according to the method
described in section 2.3. Views of z(r)
from the top (Figure 5) and from the

Figure 5. 3D top view (�domain face�) z(r) of the CDF as a function of elongation for neat (SIS) and brominated (SISbr) triblock copolymer. �El� marks
the peaks from an ellipsoidal particle. �Cy� indicates the cylinder peaks. �mf� indicates the microfibril peaks on the meridian, and �lo� shows lateral order
by domain-domain correlations.
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bottom (6) exhibit shape and arrange-
ment of the polystyrene domains in the
polyisoprene matrix. Domains are best
recognised in the view from the top.
Long periods result in negative peaks,
and are visible when viewed from the
bottom of the CDF.

At zero elongation, SIS shows many
pronounced correlations among do-
mains on a macro lattice with a long pe-
riod of Le = 27 nm. SISbr, on the other
hand, exhibits a fast decay of the corre-
lations on a lattice with a long period of
Le = 47 nm. Comparison shows that long
periods determined both from the scat-
tering pattern and the CDF by a simple
graphical method are close to each other.
As a function of increasing elongation,

the central domain expands in a meridi-
onal direction, and a pronounced cen-
tral ’watch-shaped’ region is formed for
both samples. This region contains the
information on the autocorrelation of
both the polystyrene domains and the
polyisoprene matrix material. It is sur-
rounded by peaks describing the corre-
lation among different domains. In be-
tween, deep ’long period valleys’” ex-
tend in  the meridional direction. The SIS
sample, in particular, shows a very high
degree of order which will be discussed
in the sequel.

But before the contours at high elonga-
tion are used to extract some quantitative
information, the general nanostructural
model will be distinguished from 3D

plots of the chord distribution presented
in Figure 5 and Figure 6. Based on the
‘particle-ghost-displacement’ notion, the
peaks from the CDF can be attributed to
nanostructural features. In the 3D repre-
sentations of Figure 5, the characteristic
peaks are labelled. A cylinder (“Cy”)
gives strong peaks whenever the flat caps
of particle and ghost touch at the merid-
ian. An ellipsoid (“El”) gives a strong ring
close to the centre. The increased inten-
sity of this ring at the meridian can be
explained by the flattened caps of the el-
lipsoidal particles. A microfibrillar (“mf”)
nanostructure is revealed by a pair of
additional strong peaks on the meridian.
Its maxima are found at the most prob-
able length of the elastic gap between two
polystyrene domains. The outward

Figure 6. 3D bottom view (“lattice face”) -z(r) of the chord distribution as a function of elongation for neat (SIS) and brominated (SIS br) triblock
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shoulder reveals the dimension of a
composite particle made from two
neighbouring polystyrene ellipsoids
with one gap length in between. No such
structure is observed in the CDF from
sample SIS. Instead, four small peaks
surrounding the centre indicate the
shortest correlated displacement be-
tween neighbouring cylinder caps in a
macro lattice. Figure 6 is a bottom view
of the CDF. It reveals the long period dis-
tributions of the nanostructure as a func-
tion of elongation and position in (r12, r3)-
plane. SIS at high elongation shows a
well-separated arrangement of indi-
vidual peaks, which is typical of any lat-
tice. The decay of the peaks as a function
of their distance from the centre demon-
strates loss of order (short-range order).
SISbr long periods are organised differ-
ently; they are concentrated close to the
meridional axis and form more or less
continuous walls even at high elongation.

While for one-dimensional structures
suitable model functions are at hand [25,
56] which describe and link long period
distributions and particle size distribu-
tions, the variety of multidimensional
peaks observed reveals the challenge
related to the task of fitting a model to
the multidimensional CDF. Interpreta-
tion of these rich functions, on the other
hand, may add to the understanding of
nanostructure in polymer materials.

Nanostructure extraction.
After the fundamental properties of the
nanostructure have been deduced from
3D plots, contour plots (Figure 7 and Fig-
ure 8) can be utilised to gain a quantita-
tive description of the average structure
from peak maxima positions in z(r).
Obviously the result is an approxima-
tion, because the shape and overlap of
particle correlation peaks are not consid-
ered. The left side of Figure 7 presents
the CDF contour plots of the sample SIS
at high elongation (ε = 2.0). The top plot
shows the positive peaks, the bottom
plot the negative peaks with labels. From
the position of the strongest peaks on the
meridian, (d), a domain height of
approx. 50 nm is determined. From the
width of this peak in lateral dimension,
a cylinder diameter of 8 nm is estimated.
The arrangement of the polystyrene cyl-
inders in the polybutadiene matrix can
is extracted from the positions of the
other observable peaks. This data results
in a model of the nanostructure, which
is sketched on the right side of Figure 7.
Peak (a) at a position (r12, r3) equal to (12
nm, 14 nm) reveals the displacement
from a cylinder cap to the closest cap of
a neighbouring cylinder: (b), (38 nm, 50
nm), from the cylinder top cap to the
bottom cap of the closest neighbour in

lateral direction: (c), (114 nm, 18 nm),
from the top cap to the bottom cap of a
cylinder displaced both in lateral and in
longitudinal direction. (d) has been ex-
plained. The peak from the top cap to
the closest neighbour top cap (x) is a long
period. An intermitted particle is the
correlation (e) (0 nm, 50 nm) between the
left side of a cylinder and the right side
of its neighbour to the right.
The observed displacement may result
from the asymmetric shape of the par-

ticle size distributions. A different expla-
nation would resort to a second compo-
nent to the nanostructure with cylinders
oriented parallel to the equator [57, 58].
The two possibilities should be distin-
guishable by model fit.

The closest long period in lateral direc-
tion (x): (35 nm, 0 nm) as already men-
tioned. A second order in lateral direc-
tion (x’): (70 nm, 0 nm) is seen for every
long period. The other long periods are

Figure 8. Left: CDF contour plots of sample SISbr at elongation ε = 2.0. Domain face (top) and lattice
face (bottom). Peak labels correspond to labelling in a sketch of the corresponding nanostructure (right).

Figure 7. Left: CDF contour plots of sample SIS at elongation ε = 2.0. Domain face (top) and lattice
face (bottom). Peak labels correspond to labelling in a sketch of the corresponding nanostructure (right).
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found at (y): (18 nm, 52 nm); (y’): (52
nm, 52 nm); (z): (0 nm, 114 nm), and (z’):
(35 nm, 114 nm). Thus all the observed
strong peaks in the CDF can be ex-
plained by a hexagonal arrangement of
elongated cylinders with next-
neighbour correlations only.

For the sample SISbr, the corresponding
set of labelled contour plots and a model
sketch are presented in Figure 8. From
the main axes of the central ellipsoidal
ring, an average polystyrene domain di-
ameter of (a) = 24 nm and a height of (b)
= 38 nm is determined. The ellipsoidal
shape of the fundamental particle causes
more pronounced peak smearing from
shape than in the case of the cylinders
discussed above. But moreover, the ar-
rangement of samples inside the SISbr
sample appears to be less perfect. The
domain peaks observed are found at
c ≈ (c1 + c2)/2 ≈ 86 nm; d ≈ (45 nm, 62 nm);
e ≈ (27 nm, 182 nm). Here, strong sec-

ond orders of long periods are not ob-
served. The highest long period peaks
are found under oblique displacement
x ≈ (28 nm, 44 nm). The second strong
long period correlation is at the merid-
ian y ≈ (0 nm, 182 nm). Everywhere on a
closed path around the origin long peri-
ods are found. Only the weak second
orders are found on isolated islands.

Here CDF analysis reveals that the
sample is indeed characterised by a mi-
crofibrillar structure with correlations
among particles along the meridian. Ad-
ditionally the CDF shows considerable
correlations among ellipsoids under an
oblique angle, which are not extracted by
conventional SAXS analysis. Some other
distinct features of the CDF, in particular
the wall-shaped long periods in the (r12,
r3)-plane, may lead to novel insights into
the fundamentals of such nanostructures.

3.2. Melting of oriented, high-
  pressure injection moulded PE

High-pressure injection-moulded rods
from poly(ethylene) (Lupolen 6021 D,
BASF) exhibit a core-shell structure. In
order to achieve high orientation, an
equilibrated cool melt of 160°C was in-
jected into a cold mould. The pressure-
time diagram of the moulding process
is shown in Figure 9. The maximum
mould pressure was 444 MPa and the
final mould pressure 336 MPa after 180 s.
Three more samples with different moul-

ding pressure were studied. The lowest
maximum mould pressure was 412
MPa. In DSC all samples exhibit bimo-
dal melting with peak maxima at 131°C
and 141°C. Samples for the USAXS in-
vestigation were sectioned from the shell
and the core of the rod respectively us-
ing a low-speed diamond saw.

Ultra small-angle X-ray scattering
(USAXS) was performed in the BW4 syn-
chrotron beam line at HASYLAB, Ham-
burg, Germany. USAXS images were col-
lected by a two-dimensional position sen-
sitive Gabriel detector (512×512 pixels of
0.4×0.4 mm2). The sample-to-detector dis-
tance was set to 12 690 mm.

During image collection, each sample
was heated from 25°C to 150°C. Below
100°C a heating rate of 5°C/min was
chosen. Thereafter the heating rate was
slowed to 2°C/min. Images were accu-
mulated for 90 s. Data storing took 30
s. The complete study is published else-
where [59].

The USAXS patterns.
Figure 10 exhibits the USAXS intensity
from the shell zone of the highest pres-
sure-moulded PE rod at specific tem-
peratures during heating of the sample.
The data is normalised to primary in-
tensity and the machine background is
subtracted.

Sharp long period reflections with a peak
maximum corresponding to 100 nm are

Figure 10. USAXS intensity log (I (s)) from the shell zone of a PE rod at various temperatures during heating.

Figure 9. Pressure-time diagram of the injection
moulding process.
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obvious in all patterns. The peaks are
located on top of an intensity ridge ex-
tending along the meridian. As a func-
tion of increasing temperature the shape
of the ridge is changing, whereas the
peak appears to be almost unchanged.
The ridge disappears before melting.
Early at 128°C equatorial scattering is
indicated. With increasing temperature
it becomes more pronounced and van-
ishes last of all when melting.

Any direct interpretation of these pat-
terns is difficult and ambiguous. In un-
published work we have tried to
analyse the intensity projected on to the
meridian by quantitatively [6] utilising
the method of interface distribution
analysis [32,56]. None of the scattering
curves could be fitted by a simple
model of either lamellae or lamellar
stacks respectively.

3D-Chord distributions of the shell
material.
Figure 11 shows 3D chord distribution
functions z(r) of the shell material at
various temperatures during heating.
All plots show the same interval in all
three directions.

Obviously a lamellar system is present
at ambient temperature. Each of the
strong, triangle-shaped peaks describes
both crystalline and amorphous lamel-
lae. The corresponding layer thickness

distributions are broad and cause the
corresponding peaks to merge into one.
The long period (26 nm) is much
smaller than expected from the peak
maximum of the scattering pattern
.
At 128°C peak heights caused from dif-
ferent thermal expansion of crystalline
and amorphous phases respectively
have risen. From the width of the tri-
angles an average lateral extension of 70
nm is determined. The undulation fre-
quency in front of the strong peaks has
halved just as the temperature of 128°C
has been reached. Thus the long period
now has doubled. In the centre of the
lower peaks of second order an inden-
tation is observed, which is still unex-
plained at this temperature.

At 136°C the first minimum in the CDF
in a meridional direction (i.e. the long
period) is found at 95 nm. The imper-
fect layers have melted, and the only
observable feature is the layer stack cor-
responding to the strong peaks in the
scattering pattern. Again, the distribu-
tion of layer thicknesses is very broad.
The indentation from the last pattern
has increased to form a trough extend-
ing along the meridian.

At 141°C the trough has engraved itself
to form a deep valley on the meridian.
A more shallow, modulated valley is
extending along the equator of the CDF.

Single lamellae with a very broad dis-
tribution are indicated by the low hills
in the pattern.

The minima in the valleys are associ-
ated with long periods [21]. Figure 12
shows the contours of the long periods
as a function of temperature. It is ob-
served that the long period doubles first
at 128°C and a second time at 136°C.
Nevertheless, the long equatorial streak
indicates the autocorrelation of a lamel-
lar system. At 141°C the nanostructure
has changed fundamentally. The streak
at the equator has shrunk and indicates
the predominance of domains which
are narrow in a lateral direction
(‘blocks’). On the meridian, a row of
crystal nuclei is observed which form a
distorted one-dimensional lattice with
a long period of 95 nm. The arrow indi-
cates the first order of the lattice. The
superimposed weak modulation is con-
tinued over the whole area of the (r12,
r3)-plane and is an artefact (caused from
the remnant small step at the edge of
the sensitive plane of the detector). At
the equator the main modulation is
somewhat stronger, and appears to be
out of phase as far as the base plane
modulation is concerned. If we agree
to attach some importance to this ob-
servation, it supports Strobl’s notion
[48,50,52,60], according to which crys-
talline lamellae are generated from a
planar arrangement of blocks.

Figure 11. Shell zone of the PE rod: 3D chord-distributions with fibre symmetry, z(r) as a function of temperature during heating in the range r12,
r3 ∈(-100 nm, 100 nm).
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Based on these observation it appears
justified to assume, to a first approxi-
mation, that during heating those crys-
tallites melt first which were formed
last during crystallisation. Let us then
imagine reversing time, and discuss the
observed process in terms of a
crystallisation. Doing so permits us to
proceed from the simple to the complex
nanostructure. Under this premise, the
results reveal that upon the start of
crystallisation tiny nuclei form row
structures along fibre direction. From
these nuclei, lamellae grow in lateral di-
rection. The thicknesses of these lamel-
lae are not uniform (20 nm to 60 nm).
During the course of cooling, new and
thin crystal layers are generated some-
where in between the primary lamel-
lae. When the material is cooled even
further, the long period is halved a sec-
ond time. All the time the most regular
period remains constant, and given by
the average distance of the nuclei in the
rows, which after all causes the point-
shaped long period reflections in the
scattering pattern. The subdivision of
the primary long period in the subse-
quent insertion crystallisation is highly
irregular and generates the intensity
ridge extending along the meridian.
The strength of the equatorial streak is
correlated with the strength of the row
structure. Thus the CDF analysis re-
veals that for the materials studied, the
insertion model of crystallisation [61,
62] is more probable than the two-stack
model [63]. While the scattering pattern
emphasises the harmonic components
of the structure, the CDF shows all the
regular and irregular components with
equal weight, and the complexity of the
nanostructure is revealed.

The core structure is discussed in the
original paper [59].

3.3. Nanostructure of isotropic,
  injection moulded UHMWPE

In this investigation, isotropic materials
were studied in a time-resolved experi-
ment during melting and recrystallisation.
More than 500 scattering patterns were
recorded and analysed utilising the au-
tomated spatial frequency filtering
method for isotropic data followed by a
quantitative IDF analysis based on the
model of lamellar stacking. The full pa-
per is published elsewhere [25].

Experimental.
3 grades of ultra-high molecular
weight polyethylene (UHMWPE,
Hoechst-Celanese Inc.) of different
molecular masses were investigated
(Mw/ (106 g/mol) = 4, 5, 6). From the
supplied powders, rods were injection-
moulded at 3 different pressures (p = 210,
240, 280 MPa). The materials were equili-
brated in the molten state (252°C) for 5
min and then pressurised for 30 minutes.
Thereafter the rods were recovered by
cooling the samples at a rate of about
1°C/min under isobaric conditions.

Ultra small-angle X-ray scattering
(USAXS) was performed in the BW4
synchrotron beam line at HASYLAB,
Hamburg, Germany under similar con-
ditions to those mentioned above. Dur-
ing image collection, each sample was
heated from 25°C to 250°C with 5°C/
min. Images were accumulated for 90
s. Data storing took 30 s. Thus one im-
age was obtained per 10°C. The samples
M6H and M4M (for sample denomina-
tions cf. Figure 13) were additionally
heated with 6°C/min up to 115°C,
slowed to 2°C/min during the melting
up to 145°C, speeded up to 6°C/min
again up to 250°C. Thus, here images
were collected every 4°C in the most

interesting temperature range. DSC
scans were carried out in a Perkin-
Elmer DSC-7 in a range from 25°C to
180°C with a heating rate of 5°C/min.

DSC results.
The DSC thermograms are shown in Fig-
ure 13. Characteristic parameters and
sample designations used in the sequel
are indicated in the figure. The samples
exhibit two melting peaks. As a function
of increasing moulding pressure, the
low-temperature peak decreases,
whereas the high-temperature peak be-
comes stronger. This finding is com-
monly explained by ’extended chain
lamellae’ formation by high-pressure
crystallisation, as was first reviewed by
Wunderlich [64]. According to the DSC
thermograms, samples prepared at 280
GPa exhibit almost total conversion to
extended chain lamellae which melt at
a temperature above 140°C.

Results.
Scattering patterns as a function of mo-
lecular weight, moulding pressure and
sample temperature are shown in Figure
14. Interface distribution functions (IDF),
g1 (x) [32], were extracted from the scat-
tering patterns, as described in section 2.4.
Considering an ideal two-phase system,
the IDF represents the probability distri-
bution of finding two interfaces (between
a crystalline layer and the adjacent amor-
phous region) at a distance x from each
other. The IDF is proportional to the sec-
ond derivative of the one-dimensional
correlation function, γ1 (x) [65].

Figure 13. Melting of UHMWPE as a function
of molecular mass and moulding pressure studied
by differential scanning calorimetry (DSC).
Varied parameters are indicated on the left of each
curve, sample denominations on the right.

Figure 12. Shell zone of the PE rod: 3D chord-distributions with fibre symmetry, -z(r) as a function of
temperature during heating in the range r12, r3 ∈ (-100 nm, 100 nm).



42 FIBRES & TEXTILES in Eastern Europe    January/December 2003, Vo.11. No. 5 (44)

Several models were tested to fit the
IDF data. As indicated by the complex
shape of the scattering curves, a single
stack proved insufficient, and so a sec-
ond component had to be added. In
order to obtain perfect fits, it sufficed
to assume that the second component
comprised an ensemble of isolated
lamellae with a Gaussian thickness dis-
tribution (cf. Figure 15).

Close to melting pure particle scattering
was observed with some of the samples.

Figure 14 shows the scattering data in a
representation emphasising the scatter-
ing features of a domain structure built
from lamellae. A bimodal character of the
nanostructure is most clearly observed at
high pressure and high molecular weight,
where the scattering of an ensemble of
thick lamellae is obvious in the vicinity
of s = 0. In all sub-figures the s-axis ex-
tends from left to right and comprises an
interval 0 nm-1 < s < 0.055 nm-1. The tem-
perature axis extends from front to back
and runs from 20°C to 160°C.

Interface distributions during UHMWPE
heating as a function of molecular mass
and moulding pressure are shown in Fig-
ure 16. At the upper bound of the x-axis
(110 nm), almost all correlations among

layers have faded away. During heating
from room temperature to 100°C, the
dominant effect is a collective increase
in all peak heights. This is caused from
the different thermal expansion coeffi-
cients of the amorphous and the crys-
talline domains [66].

Figure 17 shows some of the structural
parameters as a function of tempera-
ture, moulding pressure, and molecu-

lar mass. Intervals of confidence as de-
termined by the curve fitting algorithm
are indicated by error bars.

Solid lines are related to the lamellar
stack component. The curves without
symbol marks show the weight. The
weight shows an almost linear increase
up to a temperature of 100°C. At higher
temperatures, the weight decreases due
to the melting of the crystalline domains.

Figure 15. Demonstration of IDF fit by a model comprising an ensemble of uncorrelated crystalline
lamellae (cross-hatched layer thickness distribution) and stacked lamellae (hatched: crystal thickness
distribution, dashed: amorphous thicknesses, below x-axis: number distribution of long periods).

Figure 14. Melting of UHMWPE as a function of molecular mass and moulding pressure. USAXS curves s4 (I (s-cFl)) with cFl estimated from the tail of the curve.
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Figure 16. Interface distribution functions (IDFs) g1 (x) computed from the scattering curves of UHMWPE as a function of molecular mass and moulding
pressure during heating and melting.

Figure 17. Nanostructure parameters from model fits of UHMWPE series during heating as determined from the IDFs. Curves without symbols show the strength
of components. Curves marked by symbols show layer thicknesses. Crystalline layers carry filled symbols. Solid lines: stacks. Broken lines: uncorrelated lamellae.
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The filled squares show the average
thickness of crystalline layers from the
stack, s,ct . They can be identified from
the fact that the relative widths of their
distributions are considerably narrower
than the relative widths of the amor-
phous layers. Moreover, at high tem-
peratures the amorphous distributions
become very wide, indicating transfor-
mation from stacks to uncorrelated crys-
talline lamellae. The average thickness
of the crystalline lamellae is close to 20
nm. It is independent of molecular
weight and moulding pressure for all
samples up to a temperature of 120°C.

Average amorphous layer thicknesses,
s,at , are marked by open squares. Up to

a temperature of 100°C they are almost
constant. As a function of increasing
pressure, a considerable increase in at
is observed for all samples independent
of molecular weight. Linear crystallin-
ity ( )s,as,cs,cl,c tt/tv +=  is smallest for
the grade M4 with the lowest molecular
mass (0.41 at low pressure, 0.30 at high
pressure). The two grades M5 and M6
start with vc,l = 0.5 at low pressure and
end with 0.44 at high pressure. Thus the
crystallinity depression inside the stacks
as a function of moulding pressure is
smaller for the grades M5 and M6.

The average layer thickness of the
uncorrelated crystalline particles, p,ct , is
shown by dashed curves marked with
filled circles. Here the high molecular
mass grades M5 and M6 are similar again.

p,ct  remains constant up to 120°C. It is
25 nm for low moulding pressure and 50
nm for both medium and high mould-
ing pressure. Grade M4 is different; for
low and medium moulding pressure we
observe nm40t p,c =  over a wide tem-
perature range. The sample prepared at
high moulding pressure shows a linear
decrease in p,ct  starting with 80 nm at
room temperature and ending with 40
nm at 100°C. As compared to the M5 and
M6 grade, the layer thickness distribu-
tions are very wide, indicating imperfec-
tion. Even more imperfection can be con-
cluded from the rapid joint collapse of
both components in M4L at high tem-
perature, observed in their weight curves.
This is reflected in the feature of a single
DSC melting peak of M4L (Figure 13).

Let us now discuss the effect of high
moulding pressure on the formation of
thick crystalline lamellae, which is fre-
quently addressed as “formation of ex-
tended chain lamellae” [64, 67-72]. Table
1 shows the volume fraction Vp,c of
uncorrelated, thick lamellar particles with
respect to the total volume occupied by
the crystalline phase at 30°C. The high
molecular weight grades M5 and M6 ex-
hibit the frequently reported increase of
the fraction of thick, uncorrelated lamel-
lae as a function of increasing pressure.
Again, the results of grade M4 can be ex-
plained by its imperfect nanostructure.

Figure 18 presents the variation of the
crystalline volume, x hc (x), as a func-
tion of crystalline layer thickness x, tem-
perature, molecular mass, and mould-
ing pressure. For low pressure (left col-
umn), the two populations of crystal
layer thicknesses cannot be separated
visually in the plots of M5L and M6L.

Figure 18. Crystalline volume x hc (x) as a function of lamella thickness x, temperature, molecular mass, and moulding pressure during heating and
melting of UHMWPE.

 p = 210 Mpa 240 MPa 280 MPa 
Mw = 4 106 g/mole 0.37 0.31 0.42 

Mw = 5 106 g/mole 0.23 0.36 0.43 

Mw = 6 106 g/mole 0.28 0.31 0.46 
 

Table 1. Volume fraction Vp,c of uncorrelated crystalline lamellae with respect to the total volume of
the crystalline phase as a function of moulding pressure and molecular mass of UHMWPE.
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Nevertheless, both DSC and quantita-
tive SAXS data evaluation suggest that
two populations should be present.
The samples from medium and high
pressure clearly exhibit two crystalline
layer thickness populations in the plots.
Especially for the high pressure samples
(right column), it becomes obvious that
considerable amounts of ’extended
chain lamellae’ are formed during the
heating and only after the crystal lamel-
lae from the stacks start to melt. Thus
USAXS reveals two processes coupled
to each other, in which the melting of
conventional crystalline layers initiates
the formation of extended chain lamel-
lae. The DSC experiment shows that the
net external heat flow of the superim-
posed processes is negligible. Only the
subsequent melting of the thick crystal
lamellae is observed in the thermogram.

4. Conclusions
The qualitative analysis of the multi-di-
mensional chord distribution supplies
the researcher with information on do-
main size, domain shape, domain ori-
entation, range of order, and last but not
least on the number of components in
the structure and their mutual arrange-
ment in space. This information is valu-
able input for the design of an adapted
structural model.

By fitting such a model to the scattering
data, it should become possible to sepa-
rate the components of the structure and
to quantitatively describe their statistics,
as has been done in earlier work for 1D
stacking statistics [23, 25, 56] and for 1D
projections from fibre patterns [6]. If an
insitu experiment is monitored by re-
cording scattering patterns, the experi-
mental parameters such as elongation,
temperature or time, in conjunction with
the structural changes observed, will aid
in the task of understanding the com-
plexity of the morphologies which show
up in multi-dimensional chord distribu-
tion functions. Moreover, the multi-di-
mensional relations among the compo-
nents of a multi-component morphology
may help to enlighten the nature of the
processes governing structure formation
and change in polymer materials on the
nanometer scale.

Finally, there is some potential for an ad-
vance of the method itself. Adjustment
of the order of the derivative [73, 74] ap-
plied to the density ρ(r) for image con-
struction may be used to switch to a dif-
ferent contrast. The autocorrelation of
the second derivatives of the density, for
example, could be used to tag the widths
of the transition zones between the
phases. It should also be mentioned that
this method, in principle, permits the

order of the derivative to be changed
continuously and gradually. Thus the
effect of such fine-tuning on the clarity
of interesting nanostructural features in
a modified CDF might be studied, in
favourable combination with electron
microscopic studies and evaluations of
synthetic model scattering patterns.
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